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HPE Cray Supercomputing Storage K3000: DAOS Solution on DL360-Gen12

In 12/2024, DAOS engineering team moved from Intel to HPE DL360: Two DAOS engines
* Continuing to drive open source DAOS development @ 400Gbps (1 per socket)
* K3000 solution developed by HPE/Cray product team — B .

* Adds provisioning, configuration, monitoring, commercial support

Hardware based on ProLiant DL360 Gen12 (PCle genb)
* Dual-socket 1U servers (Xeon 67xx)

| Xeon 67xx TR Xeon 67xx
* NVMe configs: {8, 12, 16, 20} E3.S @ {3.84, 7.68, 15.36} TB i|  (80xPCle gens) # (80x PClegens) |
| 5 :
e K3000 v1 Fabric Support: : > B » :
» Slingshot 200 and 400 i -
* NDR InfiniBand " R L R
* 400 Gbps Ethernet (with ConnectX-7 NICs) % % :
« Working with Cornelis on CN5000 validation i 468107NVMe ; 468107 Nvie .
* DAOS community effort, unrelated to K3000 HPE product ot R °E0°2nE e )
* TCP provider only at this time (opx provider still has gaps) Bandwidth: <93 GiB/s per server
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DAOS on DL360-Gen12 with NDR:
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DAOS on DL360-Gen12 with NDR:
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DAOS on DL360-Gen12 with NDR:
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using 8x (left) and (right)

1x DL36O—-Genl? Server — 10900 Scaling - ior—rnd4dk—read
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DAOS Performance on Slingshot

1. CUG 2025 paper : Enhancing RPC on Slingshot

for Aurora’s DAOS Storage System

2. Slingshot 400 Early Performance Evaluation

https://doi.org/10.1145/3757348.3757350 =»

e 8xX DAOS servers: ProLiant DL320 Gen11

* daos-2.6.4-7.50.g10f82ab3, mercury-2.4.1~rc4-1

* 1xIntel Xeon 6448H (32 cores > targets=24,
nr_xs_helpers=6)

* 512 GiB DRAM
* 4x Samsung PM1743 3.84TB NVMe
* 1x Slingshot 400

libfabric-2.2.0rc1-SHS13.0.0
(pre-GA, build 20250827055305_8c2efcafddeb)

Results submitted to I0500-SC25 Ten Node List
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Abstract CCS Concepts

DAOS is an open-source software-defined high-performance stor-
age solution designed for massively distributed solid-state drives
and non-volatile memory. It is a key component of the Aurora ex-
ascale sy stem that aims to deliver high storage throughput and low
latency to application users. Utilizing the Slingshot interconnect,
DADS leverages Remote Procedure Call (RPC) bo communicate be-
tween compute and storage nodes. While the preevisting RPC mech-
anism used by DAOS was already designed for high-performance
computing fabrics, it required a number of scalability, performance,
and security enhancements in order to be successfully deployed on
Aurora.

We present and discuss in this paper the improvements that were
made to address this set of challenges in each of the components
that DAOS relies on: the Collective and RPC Transport (CaRT) layer,
the Mercury RPC library, and the libfabric Slingshot {cxi) provider.
‘While some of these enhancements were tailored to the DAOS
storage system specifically, they also serve as a broader reference for
implementing scalable high-performance data services over RDMA
fabrics. This paper focuses on the design and implementation of
each functionality that was improved, enabling DAOS to provide
both high throughput and low latency to Aurora users.
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1 Introduction

The design and deployment of distributed data services in high-
performance computing (HPC) was once the exclusive domain of
monelithic parallel file systems. However, the emergence of new
storage technologies and the increasing complexity of HPC appli-
cations has prompted exploration of new data service architectures
that not only take advantage of platform capabilities but are also
more closely tailored to application needs [2, 10]. These HPC data
services must achieve high bandwidth and low latency while also
providing ease of deploy ment, scalability, and fault tolerance; and
as such they rely heavily on the underlying network infrastruc-
ture. However, most network infrastructures are designed|with
an emphasis on application-level message-passing interface (MPI)
first and foremost. They do not necessarily support or expose the
set of features that are required for implementing data services at
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DAOS on 8x DL320-Gen11 with Slingshot 400:
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DAOS on 8x DL320-Gen11 with Slingshot 400:

8x DL320-Genll Serwver — 10500 Scaling — ior—-rnd4K—read
{1x Xeon 6448H, 4x PM1743 3,84 TE HV¥Me,. 1x 55400)
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* Getting 2.5 Million IOPS
with 32x NVMe

e Same results with/without
data protection, as expected
for a read workload.
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