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DAOS on 400 Gbps Fabrics



In 12/2024, DAOS engineering team moved from Intel to HPE
• Continuing to drive open source DAOS development
• K3000 solution developed by HPE/Cray product team

• Adds provisioning, configuration, monitoring, commercial support

Hardware based on ProLiant DL360 Gen12 (PCIe gen5)
• Dual-socket 1U servers (Xeon 67xx)
• NVMe configs: {8, 12, 16, 20} E3.S @ {3.84, 7.68, 15.36} TB
• K3000 v1 Fabric Support:

• Slingshot 200 and 400
• NDR InfiniBand
• 400 Gbps Ethernet (with ConnectX-7 NICs)

• Working with Cornelis on CN5000 validation
• DAOS community effort, unrelated to K3000 HPE product
• TCP provider only at this time (opx provider still has gaps)

HPE Cray Supercomputing Storage K3000:  DAOS Solution on DL360-Gen12

DL360: Two DAOS engines

 @ 400Gbps (1 per socket)

Bandwidth: ≤93 GiB/s per server 
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DAOS on DL360-Gen12 with NDR: ior-easy-{read,write} using 8x NVMe

1x NDR (cli) =
46.5 GiB/s

2x NDR (srv) =
93.0 GiB/s

8x NVMe (srv) =
44.7 GiB/s



DAOS on DL360-Gen12 with NDR: ior-hard-{read,write} using 8x NVMe



DAOS on DL360-Gen12 with NDR: ior-rnd4K-read using 8x (left) and 20x (right) NVMe



1. CUG 2025 paper : Enhancing RPC on Slingshot 
for Aurora’s DAOS Storage System
• https://doi.org/10.1145/3757348.3757350 ➔

2. Slingshot 400 Early Performance Evaluation
• 8x DAOS servers: ProLiant DL320 Gen11

• 1x Intel Xeon 6448H (32 cores → targets=24, 
nr_xs_helpers=6)

• 512 GiB DRAM
• 4x Samsung PM1743 3.84TB NVMe
• 1x Slingshot 400

• daos-2.6.4-7.50.g10f82ab3, mercury-2.4.1~rc4-1
• libfabric-2.2.0rc1-SHS13.0.0 

(pre-GA, build 20250827055305_8c2efcafddeb)
• Results submitted to IO500-SC25 Ten Node List

DAOS Performance on Slingshot

https://doi.org/10.1145/3757348.3757350
https://doi.org/10.1145/3757348.3757350
https://doi.org/10.1145/3757348.3757350


DAOS on 8x DL320-Gen11 with Slingshot 400:  ior-easy-{read, write}

32x NVMe (srv) =
178 GiB/s

8x SS400 (srv) =
372 GiB/s



• IO500-ISC25 introduced 4kiB 
random read test
• not included in ranking yet
• Requires to run IOR-Easy with 

file-per-proc…

• Getting 2.5 Million IOPS
with 32x NVMe
• Same results with/without 

data protection, as expected 
for a read workload.

DAOS on 8x DL320-Gen11 with Slingshot 400:  ior-rnd4K-read
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