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Query Pushdown Through Computational Storage
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Data Agnostic vs Data Aware Offloads

Data Agnostic

« Storage does not know what's in the data (view data
as byte streams)

« Example offloads: data compression, encryption,
custom risc-v, eBPF functions

Data Aware

« Storage and apps agree on a data format (e.g.,
Apache Parquet) and a query format (e.g., Substrait)
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This effort will use the data
aware approach
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Storage Interface: Block? KV? Object?

Block ~

* Best for data agnostic operations Prior work at Los Alamos

looked at these
KV [

» Best for row-based applications

Object (each can be a Parquet fragment)

« Enable columnar analytics often seen in grid-
based codes

i@ Los Alamos This effort will use objects



Standardization

Application
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Industry Ecosystem

Neuroblade Presto S3 Client

NVMe-OF

SK hynix Neuroblade
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