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As data volumes increase (e.g., in 2020 alone,
64.2 ZettaByte of data was generated and replicated [1]),
data-intensive workflows are now executed across multiple
platforms from the Edge to Cloud and HPC, which is
known as computing continuum. The intention behind this
execution model is to exploit data locality and reduce data
movement by executing data close to their sources while
taking into consideration the computation capacities of
different platforms.

Data-intensive workflows usually consist of multiple com-
putation stages where data flows among them. For example,
MapReduce jobs consist of two consecutive stages (Map and
Reduce) and the output of the map stage is transferred and
used as an input for the Reduce stage [2], [3]. The completion
time of a stage strongly depends on the finishing time of the
last task in this stage. Accordingly, much efforts have focused
on reducing the variation in task execution times in the same
stage by launching speculative copies of slow tasks [2] or
evenly partitioning data across tasks to mitigate data skew [4],
[5], [6], [7].

With the proliferation of data-intensive workflows such as
IoT applications, machine learning applications, and deep
learning applications; data skew remains a bottleneck in data
analytic frameworks. Many research efforts have been dedi-
cated to mitigating data skew by evenly distributing data across
tasks while considering data locality [4], [6] and relying on
high-speed networks [7], or by partitioning the data based
on the computation capacities of the nodes [8]. However,
most of these efforts focus on only two-stage applications
and don’t consider network and I/O heterogeneity within
or across platforms, making them impractical when running
multi-stage data-intensive workflows on heterogeneous and
shared environments.

As shown in Figure 1, PageRank application exhibits a
severe skew in partitioned data (i.e., shuffled data) in stage
3 and stage 4 of the application (bottom chart). This in
turn results in a noticeable variation in task execution times.
The variation is represented by the gap between the average
and maximum task execution times (top chart). We can also
observe that the variation is more obvious when the degree
of parallelism is set to 24, 32, and 40. Here, it is important
to note that, the data assigned to each task (i.e., task input)
includes the partitioned data and the data retrieved from the
storage memory (cache).
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Fig. 1. The skew in partitioned data (i.e., data shuffled from previous stage
and read by each task as a part of its input) and its impact on task execution
times: We report the total size of shuffled data and task execution times in
stages 3 and 4 when running PageRank application with 2.8 GB of data on
Spark cluster of 4 nodes, deployed in Rennes site of Grid’5000. The number
of stages is set to 6 stages.

In this work in progress, we will showcase a comprehen-
sive analysis of the current state-of-the-art solutions for data
skew mitigation in several environments. Our experiments and
evaluation comprise several data-intensive workflows running
on Spark using the Grid’5000 testbed [9]. The data-intensive
workflows vary from a highly optimized WordCount applica-
tion, an iterative application like PageRank, to an SQL-based
decision support system benchmark, TPC-H with various sizes
and configurations.
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