%OAK RIDGE

National Laboratory

Q

Needs on Supercomputer I/O Subsyste

tf?lfi)mlmlmmmmxlgumngf' ‘
)1 0110101011010 101 01 0

SCTuner: An Autotuner Addressing Dynamic 1/O

Houjun Tang', Bing Xie?, Suren Byna', Phil Carns3, Quincey iol;
Sudarsun Kannan4, Jay Lofstead?, Sarp Oral’

ORNL is managed by UT-Battelle, LLC for the US Department of Energy e W AR LT el

{9)ENERGY




Agenda

e Scientific I/O on Supercomputer Platforms
- HPC I/O stack
- HPC I/O middleware libraries, such like HDF5
— Qur previous HDF5 tuning works

e SCTuner: An Autotuner Addressing Dynamic |/O Needs at
Application Runtime

— Motivations
— Architecture, methodology, and current implementation

e Preliminary Results
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Scientific I/O on Supercomputer Platforms

Scientific Applications

High Level I/O Library (HDF5, ADIOS, PnetCDF)

/O Middleware Library (MPI-IO)

Operating System Interface (POSIX-1O)

Parallel File System (GPFS, Lustre)

/O Hardware
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HDF5 tuning parameters: alignment,
metadata cache, ...

MPI tuning parameters:
collective/independent, ...

File system tuning parameters: stripe size
and count, ...



Default Configurations in I/O Libraries Are Not
Optimal

- HDF5, ADIOS, PnetCDF are widely used by HPC applications

* Provide support for heterogeneous dataq, cross platform, and portability.
 Hide the low level details of MPI-IO, POSIX-IO and large-scale parallel file systems.

- HDF5 has a large set of performance-tuning parameters

* HDFS5 file internal metadata (e.g. object header, B-tree, etc.) management.
 Parallel I/O in HDF5 are built on MPI-IO that has various parameters.
* Parallel file system parameters (e.g. data layout properties).

- Default HDF5 configurations are not optimized for specific systems

e HPC systems such as Summit@OLCF and Cori@NERSC have different software and
hardware with different performance characteristics.
* Performance gap between the default and optimized setting can be significant.
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ldentifying Optimal Parameters via Benchmarking

« Our CCGrid’'21 work

* Baftle of the Defaults: Extracting Performance Characteristics of HDF5 under Production Load

- Approach: collecting a large set of repeated benchmarking results with

various configurations

Benchmarking on two production HPC systems: Cori and Summit
Using IOR with 3328 different |/O configurations.

Measuring the performance of POSIX-IO, MPI-IO, and HDFS5.
Repeating each set for at least 100 times.

- Analysis: identifying a set of parameters that consistently provide good

/O performance in the benchmarking results

* HDF5 alignment sefting and metadata management are crucial to overall performance.
* Performance difference can be 10x better than the default.

- HDF5 file layout and interaction with file system is crucial to performance

%OAK RIDGE 5

National Laboratory




Experiments: Application Performance with Tuned
Parameters

[C] Original HDF5, recommended Lustre
[ Tuned HDF5, recommended Lustre
[0 Original HDF5 [ Tuned HDF5 [C] Tuned HDF5, tuned Lustre
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SCTuner: An Autotuner Addressing Dynamic |/O
Needs at Application Runtime

. Moftivations

o Different application I/O exist on supercomputers, exhibiting different
performance needs at application runtime.

e Different file systems have different hardware, are deployed with different file
system software, and configured differently.

« HPC I/O middleware libraries empower users to customize configurations on
different layers of I/O stack, but users stick to the default configurations with poor
/O performance.
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SCTuner:. An Autotuner Addressing Dynamic |/O
Needs at Application Runtime

. Design principles
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To address dissimilarity in the target file systems, we design benchmarking
experiments to profile the 1/O behaviors of individual systems.

To address I/O patterns, we use IOR as an |/O pattern generator that covers a
wide range of burst sizes and I/O scales.

To capture the consistent behaviors from noise and randomness, we repeat the
experiments and characterize the results by a five-number summary and
clustering.



Architecture of SCTuner

Application

Done: benchmarking experiments

Done: pattern extractor built in HDF5
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Benchmarking with IOR

. SUMMIt@QOLCF

- Varying the values of the parameters on IOR, HDF5

e Number of total MPI processes / compute nodes.
e Number of processes per node.

e IndividualI/O size.

« Number of aggregatorsin MPI-IO.

e Burst Size in MPI-IO.

- Five-number summary, hierarchical clustering
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Preliminary Results on Summit and Alpine
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Preliminary Results on Summit and Alpine
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Preliminary Results on Summit and Alpine
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Conclusions and Future Work

. A benchmarking analysis with controlled experiments 1o

capture the consistent 1/O behaviors under production
loads

. Implemented |/O pattern extractor in HDF5

. Plan to realize online performance tuner in HDFS
asynchronous I/O VOL connector.
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