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● Investigate the impact of I/O forwarding on performance

● Take into account the application’s access pattern

● Most machines cannot be easily reconfigured

● End-users are not allowed to change this layer

● We need a research/exploration alternative!

● When forwarding is the best choice?

● How many I/O nodes should an application use?
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● MareNostrum 4 (Spain) and Santos Dumont (Brazil) supercomputers

● 189 distinct scenarios (access patterns and deployments):

○ Compute nodes: 8, 16, and 32

○ Client processes per compute node: 12, 24, and 48

(96, 192, 384, 768, and 1536 processes in total)

○ File layout: file-per-process or shared file

○ Spatiality: contiguous or 1D-strided

○ Operation: WRITE

○ Request sizes: 32KB, 128KB, 512KB, 1MB, 4MB, 6MB, and 8MB

○ Stonewall: one second
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● Bandwidth at client-side

● 5 repetitions for each

● Different days and periods
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MareNostrum 4

● How many choices do we have to consider?

● Dunn’s nonparametric test

● 3 choices impact performance

46% patterns (88 out of 189)

● What is the best number of I/O nodes?

● No simple rule to fit all
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Santos Dumont

● Forwarding impact is different!

● The more I/O nodes, the better

● Not forwarding is an option
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● Increasing heterogeneous applications

● Shift from must-use to on-demand I/O forwarding layer

● Transparently reshape the flow of requests

● Towards a dynamic allocation of I/O nodes

● Idle or reserved set of compute nodes could act as I/O nodes

● Interference on I/O could not be reduced or eliminated
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● I/O forwarding is an established and widely-adopted technique

● Not always possible to explore its advantages under different setups

● Impact or disrupt production systems

● FORGE: a lightweight forwarding layer in user-space

● Understand the impact of forwarding different access patterns

● Evaluation in MareNostrum 4 and Santos Dumont supercomputers

● Shift from must-use to on-demand I/O forwarding layer
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