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Motivation: The Increasing Gap
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Processor Performance vs Disk Access Time

https://newsroom.intel.com/editorials/3d-xpoint-memory-storage/#gs.gqtcop
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I/O operations become a limiting factor in 
application efficiency.
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Lustre Parallel File System
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System Design
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Preliminary Results
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• Built a Lustre Simulator on NS3.

• Results from time-series modeling show an 
accuracy of 95% in predicting job write bursts.



Next Steps
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• Modify the scheduler to reduce I/O contention.

• Measure the I/O performance of the jobs as well 
as the overall performance of the system.
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