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NERSC

e Stores PB of scientific data.

e Needed to replicate whole file systems.



The Problem

e Need to freshen a stale copy.
o File system backups.
o Disaster recovery.
o Moving locations.
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Job File

e Contains a list of file paths.

e Limited in size. Job
(when possible) Create Files

e Type implies action.



Job Scheduling

e Manager ensures
that jobs are
completed in the
right order.



Job Completion

e \Workers start processing
jobs in parallel.

e Utilizes system
commands.
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Micro Benchmark

Time Required to Syncronize a 500 TB File System
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Conclusions

DistSync
Processes file system scans.
Creates job files.
Maximises file system bandwidth.

Frequent syncs lead to faster syncs.



Thank You!

Questions?



