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Overview
There is a balance point in the design of a high performance computer (HPC) system at which the contribution to
performance of the mass storage (I/O) infrastructure is neither too large nor too small. That balance point has commonly
been identified heuristically. Our contribution quantifies the balance point by examining the relative costs and impact
of compute resources versus I/O resources.
If storage is a bottleneck, improving the I/O capability can raise system utilization, increasing throughput. The balance
point is where the cost of increasing throughput by adding I/O capability is the same as the cost of doing so by adding
nodes.

Heuristics for System Balance

	
  
	
  

Figure 1a) Heuristics b) 1GB/s per TB

Memory capacity is the key determinant of necessary I/O bandwidth and capacity [2]. Figure 1(a) presents the heuristic
that the file system should be able to move all of memory in about 1000 seconds. Figure 1(b) presents this heuristic as
applied to several HPC systems.

A Model for System Balance
Simplifying assumptions:

• The cost model for compute and I/O capability is linear.

• A job is either doing computation or I/O, and its run time is the sum of its compute time and its I/O time.

• A job carries out its I/O at the optimum rate for the storage system.

Definitions:

• Pn is the cost of a node

• Pr is the cost of a “unit” of bandwidth

• The cost of the system is nPn + rPr

• U is the system utilization - the fraction of node-seconds spent in computation

Results:

• The marginal cost of adding compute capability by adding nodes is Pn/U

• The marginal cost of adding compute capability by adding I/O capability is Pr
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(see [1])

• The system balance is the ratio of these two B = NPn
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Carver: A Case Study
Carver (see Figure 1b)

Budget for compute 85% for I/O 15%
Total mamory 30TB target bandwidth 30GB/s

Actual bandwidth 25GB/s fraction of target 0.83

The Carver IBM Dataplex cluster at NERSC was provi-
sioned with approximately 15% of its budget dedicated to
I/O infrastructure[3], which gave it about 83% of the tar-
get suggested by the heuristic in Figure 1a.

Figure 2

Carver runs the Integrated Performance Monitoring (IPM)
library [5], which provides the utilization U . That results
in a balance factor B = 2.5.

Challenges
The nodes of a job may not divide their time between com-
putation and I/O as cleanly as represented here. Write-
back cache, staged I/O, and asynchronous I/O operations
all attempt to hide I/O delays from the application, im-
proving utilization.
Time may be spent in neither computation nor I/O, such
as communication delays. Communication may compete
for bandwidth with I/O.
The model assumes that all I/O proceeds at its optimum
rate, but that is not what most systems observe. Thus
the marginal cost of increasing bandwidth may be signifi-
cantly higher.
The delay caused by I/O may depend on the latency of
metadata operations. The model and analysis will want to
track all forms of delay brought on by file system activity.
These challenges will be addressed as the work goes for-
ward. In some cases it only requires an obvious, if awk-
ward, additional detail in the model. In other cases the
data collected to characterize the workload may need to
be extended.

Future Work

Figure 3. The average I/O behavior of many runs of a job.

Most HPC systems do not have IPM or other direct mea-
sures of the utilization. An alternative strategy infers the
utilization U from file system server monitoring data. The
Lustre Monitoring Tool (LMT) [4] collects server-side data,
which is anonymous with respect to the jobs running on
the compute nodes. Nevertheless, it is often possible to
infer the job from the I/O pattern.
Figure 3 shows an estimate for the average I/O behavior
during 175 instances of a job running the IOR[6] file sys-
tem benchmark. The dark colors represent the average
behavior, blue for writes, and red for reads. The lighter
colors show the individual instances.
When most jobs, accounting for most I/O activity, have
been given this treatment, the result is a comprehensive,
job-by-job characterization of the actual I/O workload,
which will allow us to calculate the utilization U and
therefore the balance factor B. Note that the balance factor
would vary over time as the workload varies.
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