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Users of file systems have attempted to work around
these inadequacies by moving application-specific
metadata management to relational databases to make
metadata searchable. Splitting file system metadata
management into two separate systems introduces
inefficiencies and systems management problems.

To address this problem, we propose QMDS: a file
system metadata management service that integrates all
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