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TCP Incast Problem [Phanishayee et. al FAST2008] Preventing Incast: Fine grained TCP timeout

 Cluster-based storage using TCP/IP over ethernet * Reduce minimum retransmision timeout 200ms — 200us

e Is it Effective?

_ _ * 48-node cluster using Force10 S50 Switch
* Client requests a “block” of data and waits . Each of N servers respond with 1 MB / N bytes

. A block is composed of one or more stripes o Achieves maximum throughput for up to
47 concurrent servers

Num Servers vs Goodput

 Data striped across many servers

 Client & servers separated by one or more switches

o Each storage device serves its own stripe units

e When all block data is received, client begins next request (Fixed Block = 1MB, buffer = 64KB (est.), Switch = S50)
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Conclusions

° Scaling tO thousands Of oo (Block size = 40MB, buffer = 32KB, rtt = 20us)
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