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Problem - T i \ \ - :
Design Principles Index__ Spyglass Stortage Design Overview
— sysiem
- Modern flle systems can store petabytes of data and billions of files - _ o : f - ) | y _
- Users waste time finding and organizing files Should pe sensitive to th_e file system's hierarchy Query —, Partitions | | Two major components: |
- Administrator decisions are more complicated - Exploit hierarchy |OC&|I’[Y properties | AN | I - Spyglass index which stores and indexes metadata
=» Need a way to quickly find and understand the data being stored Query performance more important than consistency Results < | (" Version 1 N e—— - Acrawler that extracts metadata from the storage system
- Most queries do not need strict consistency | : Two key concepts:
. . Metadata history enables important queries l | - Hierarchical partitioning: Breaks index into partitions based
SearChlng file metadata - Storage trends | [Versmn n] on the file system hierarchy
_ _ _ _ _ - State changes - - —r - - - Partition versioning: Index updates are batched and treated
y Car:/\?ﬁdress mﬁnydusef queitllonsl i o - May be very expensive for large-scale systems af € raxv er
- "Where are the document files | modified most recently?" J ==
- "Which files in my home directory should be deleted?" v : Y Partlthn Index and Metadata
. . Local File System
« Can address many administrator questions

Partition index is a KD-tree

- "Which system configuration files were changed last week?" ' _
Partition metadata contains:

- "Which user home directories have grown most in the past 6 months?"

- Existing file search tools lack required scalability Hierarchical Partltlonlng Partition Vers|on|ng - Summary information
- Focus on content-based search, rely on DBMS for metadata search - Version vector
- Content segrch .cannot address many impqrtqnt questions  Index is partitioned based on file system hierarchy Each sub-tree partition is versioned separately ) _S'g_lflea;tutrj ffilrlwedsif artition index has files relevant to a quer
- DBMS are ill-suited for metadata characteristics - Each partition is a sub-tree partition Allows time-traveling queries and simplifies updates P | | query
- Each partition is stored sequentially on-disk Composed of a baseline index and incremental indexes hash(file extension) mod b
Query characteristics - Spyglass index is a set of sub-tree partitions, each with a: - Baseline index is a normal partition index at T
- Partition index: An index of files in the sub-tree | tal ind ‘o tadata ch o roll
. File system namespace locality - Par?i?ion metadata: Information about ind_e_xed files - ncrementat index contains metadata changes 1o roll query
- Files that satisfy a query are often clustered in the namespace - A partition cache uses LRU to manage partitions result§ from T, 4 to Tn. |
- Due to clustering of metadata attribute values Old versions can be sacrificed for performance
. i - Collapsing versions means combining baseline
Locality of reference | S J hash(file size)
- Like files, only a small set of namespace locations are popular and incremental Indexes |
- Most namespace locations are infrequently searched - Checkpointing saves landmark versions for later 0
«  Selectivity /
- Queries should try to refine results to a small set of files o v\ <1 1-4 5-31 32— 128— 256— 100MB—= >500MB
- Too many results are not focused and thus not very useful | home prOJ usr ho‘me pioj\ USF\ 197 955 511 500MB
/ ‘ aleung \ elm  distmeta pergamum include L
Metadata Characteristics aleung | elm dlstmeta pergamum mclude thesfs‘ ::ldac ‘ Sr! expe:ments “ Metadata C rawhng
W lyzed metadata t llected f fil ithin NetA / \ | - - Spyglass Based on diff ing fil t hot
e analyzed metadata traces collected from file servers within NetApp thesis scidac = . src experlment \ - Based on differencing file system snapshots
[Dstaset [ Description __[__#of fles_[ Server Capaciy — _ \ \ / S—— indexer - Uses WAFL for snapshots

Weh weh & wiki server 15 millicn [12ETE \
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Spatial locality of attribute values: \ Spyglass indexer _ o
- Attributes values tend to be clustered in a few sub-trees ‘ v - \| | ' Blk ] Blk Bk '”ronfffnio
- Locality ratio: The percentage of directories that contain files with a \ | T0 ‘ T2 | T3 \: Blk 2 Ino de 50 Blk 2 BIk 8 changed)
particular attribute value compared to all directories & I )
- Ratios for the ext, size, owner and ctime for the 32 most frequent Baseline Incremental V. Bk5 - / BIk
attribute values index indexes w— S— —
Web U.DDDIE:EEEH—[].[ED%E _ U_UE’.-“‘_J‘ESEEU.L?T‘E: D.DDDIUd:&IE—jU.DEEE‘}E U_UUUEEJF;LTIEU.U:US%
Eng DODI01% — 0.264% | 0.00194% —0.462% | 0000578% —0.137% | 0.000453% - 0.0103% u [
Home | 0.000201% —0.491% | 00259% —0923% | 0.000417% - 0623% | 0.000370% — 0.128% Experl mental Eval uatlon

Inode file in snapshot 1 Inode file in sna

- All ratios are below 1% meaning these attributes occur in fewer

. . ( N\ [ N\ [ )
than 1% of directories - -
Setup Versioning Overhead Space Overhead
Skewed distribution of attribute values: - Compares total run-time for a synthetic ) 103
« Aftribute value distributions tend to be h|gh|y skewed ° COmpare to two pOpUIar database management systems (DBMSS) query IOg ° COmpareS on-disk Space I‘eqUired _ 188 B Spyglass 86
- Data distribution: The highest ranked (most popular) attribute - System X and System Y - Each version adds a 10% overhead to - DBMS must store table and build indexes é 80 -  System X Table
. . . : . _ = — X |
values are plotted against their file count percentage (log-log scale) Use our real-world metadata traces the total run time Spyglass uses 5-8.5x less space 5 28 ] 3::2\(;;;’;63
100 - 100 « Compare to index-based DBMS design - The overhead is not evenly distributed - Spyglass stores each entry only once 2 5 Syster Y Indexes
$ 2 . . . . o
> M < O T _ - Create B+-tree index on each column J| across queries - DBMS stores table and multiple indexes S 40 -
g o1 g o ) | - Most queries have little overhead - Spyglass only stores partial pathnames S oo 219
5 O 5 o - ~| - Afew queries account for most of D 4o - 6 4
e 001 | = - A
. 0
£ oo | 8 oo Macrobenchmark the overhead e
5 1e-05 | 5 1e-05 ext — g ome
< 1006 | “ 1e-06 size — o~ Trace
1a.07 | - 1607 (ext, size) . . £ 500 - N /
T 10 100 1000 1000010000C M N - . - Compares total run-time for three synthetic query logs 2 400
Rank of ext Rank of (ext, size) « Spyglass is up to three orders of magnitude faster = 300
« 80% of files have one of 20 popular extensions, while the other 20% - Spyglass must search a small overall space for all logs L;::: 200 [ U d P f A
account for the other 4000 extensions, following a power law distribution - Spyglass only searches very small space for localized queries s 100 _P ate eriormance
» The cartesian product of top 20 ext and size values is very small o 0 | |
- Attribute combinations are more evenly distributed 0 1 2 > ||+ Compares bulk index updates for each trace 00000 Y
o 10z08 ssgro s " {Trageo Number of Versions - DBMS must load table and build indexes s0000 | ¥ Spyglass
Conclusions R 2 1 ||+ Spyglass is between 8x and 44x faster 50000 32:2%;";;
p, - stem = : ] — - 65243
E o |7 s 5753 § 0.8 - // - Spyglass mc_lexes ee}ch entry only once §6°°°° 0 systemYLload e
Growi s of dat <ing dat t difficult 2 P = 067 / - Spyglass writes to disk once, sequentially =~ o°0% 7| System ¥ index
° D 4000 — ‘ . . . 7
rowing amounts of data are making data management more difficu E . 3538 S 04- - DBMS must build multiple indexes S 00
- Metadata search can address many data management challenges g 2000 - 0955 ereers o = e £ 0.2 | 20000
- Spyglass exploits metadata characteristics for scalable metadata search o L—aesl T aea T7) 1090 B sl T sl i T £ 0 — . 10000 2 omsozs ipid | |2
. - - Log1 Log2 Log 3 Log 1 Log 2 Log 3 Log 1 Log 2 Log 3 1ms 10ms 100ms 1s 10s 0 I i i
- Achieves up to three orders of magnitude performance improvement Web Eng Home
compared to DBMS solutions . Web Eng Home L Query Execution Time JL Trace )




