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Insides of SSD

* Diminishing, but still high, cost of Solid State Devices motivates a e \

hybrid cost-effective magnetic disk and high-performance SSD
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|I0Zone accessing 4GB file through ext3, with buffer cache enabled
Mtron 16GB @ $370, Memoright 16GB @ $510, Intel X25-M 80GB @ $730
Sequential speeds range from 80MB/s to 240MB/s
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Status and Plans _
Status: 0 . P -
» Testing performance of various commercial SSDs Request size (KBs)
 Some SSDs do random writes as poorly as disk Random write performance |
» Where random writes are faster requires use of a volatile Intel X25-M 55D improve IOPS per 5 by 5x versus disk
. For this improvement, use of volatile buffer is essential
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» Continued testing of newer SSDs (X25-E, FusionlO) : _
» Caching policy experiments with faster SSDs 100 .
* Policies: metadata in SSD, all small random 1/O in SSD
* Apply file system type information if useful 10 . ” ”
* Annotated ext2/ext3 so far Request size (KBs)
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