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! Asymmetric
! Direct access to storage
! Separate metadata server(s)
! File based (Expand, NASD NFS,

PVFS2)

! Object based (Lustre, Panasas,
ActiveScale)

! Block based (EMC High Road,
IBM SAN FS)

Parallel file systems
! Symmetric

! Direct access to storage
! Each node is a fully capable

client and metadata server
! Block based (IBM GPFS,

Redhat GFS, Polyserve Matrix
Server)
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NFS advantages and obstacles
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Poor performance

Not scalable

! Security

! Heterogeneity

! Transparency



pNFS schematic
! Client accesses storage directly

! Bypasses NFS server to scale with storage



pNFS prototype on PVFS2



pNFS I/O performance
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