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Flash-Based Solid-Stata Drives (SSDs) are 
more and more popular

Estimate of shipments of hard and solid state disk (HDD/SSD) drives worldwide
https://www.statista.com/statistics/285474/hdds-and-ssds-in-pcs-global-shipments-2012-2017/ 

(million)



Concerns of SSD Reliability
• Wear out
• Limited Program/Erase 

Cycles

• New failure modes
• Program/Erase Error
• Metadata corruption

• Sensitive to environment
• NAND in heated air



• Reveal important characteristics, 
but mostly only at device level

• E.g.:
• Failure rate curve 

• not bathtub

• FTL impact
• Thermal Throttling

• Uncorrectable errors 

Previous Large Scale SSD Studies



Our Study: 
A holistic view of SSD-related error events
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System Architecture

Cluster Level (Distributed File System)

Node Level

Block Storage NoSQL Table Storage Big Data Analytics

Device Level (SSD)
Self-Monitoring, Analysis, and Reporting Technology (SMART)

Service

Operating System Logs System Monitoring Logs

Chunk Master Logs Chunk Server Logs



Service Function
Block Service Journaling

Persistence
NoSQL Journaling

Persistence
Big Data Temporary

Model Capacity Lithography Age
1-B 480GB 20nm 2-3 yrs
1-C 800GB 20nm 2-3 yrs
1-L 480GB 16nm 1-2 yrs
2-V 480GB 20nm 2-3 yrs
3-V 480GB 20nm 1-2 yrs

SSD Fleet in Our Study

different SSD models different SSD usages

• Near half million SSDs from 3 vendors spanning over 3 years 
deployment



Dataset Collected
Level Event Definition 

DFS
Read Error DFS cannot read the requested data on time 

Write Error DFS cannot finish writing with replication on time 

Node

Buffer IO Error A failed read/write from file system to SSD 

Media Error Software detected actual data corruption 

File System Unmountable Unable to load the file system on a SSD 

Drive Missing OS unable to find a plugged SSD 

Wrong Slot SSD has been plugged to the Wrong SATA slot 

Device

Host Read Total amount of LBA read from the SSD 

Host Write Total amount of LBA write from the SSD 

Program Error Total # of errors in NAND write operations 

Raw Bit Error Rate Total bits corrupted divided by total bits read 

End-to-End Error Total # of parity check failures between interfaces 

Uncorrectable Error Total # of data corruption beyond ECC’s ability 

UDMA CRC Error Total # of CRC check failures during Ultra-DMA(UDMA) 

Events 
above SSDs
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Human Mistakes
• Over 20% of SSD-related OS-level error events are caused by incorrect 

manual operations
• “Wrong Slot” is a dominant case: an SSD is plugged into an incorrect slot.

System Slot

Journaling Slot

Journaling Slot

Storage Slot

Storage Slot

System SSDX



Our Solution
• OIOP: One Interface One Purpose
• Different SSD interfaces: M.2/U.2 besides SATA
• E.g., in a hybrid setup with multiple SSDs, the system drive uses the M.2 

interface, while storage SSDs still use the SATA interface

https://www.avadirect.com/blog/m-2-vs-u-2-vs-sata-express/
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service Host Read Host Write
Average
Value
Per Hour

Block 7.69GB 6.56GB
Big Data 1.57GB 1.22GB
NoSQL 6.10GB 5.28GB

Coefficient 
of Variance

Block 35.5% 24.9%
Big Data 1.8% 3.7%
NoSQL 3.2% 6.2%

Service Unbalance

• Certain cloud services may cause unbalanced usage of SSDs 

Block storage service has 
much higher CV which 
indicates the usage among 
SSD is not balanced
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• Each dot in the line equals the cumulative count of SSDs that have hourly host read 
amount falls into a range along the X axis, with a step of 0.5GB/hr and starting from 0.5. 

• The majority of SSDs under both NoSQL and Big Data Analytics services have similar 
values (i.e., one major spike in the corresponding curve). 

• The SSDs under the block storage service shows diverse values (i.e., two spikes far apart) 
as marked in the figure. The distribution of host write is similar.



Service Unbalance

• Root cause of the unbalanced usage
• Block Storage Service tends to map user’s logical blocks to SSDs on a limited 

number of nodes; each node hosts relatively few users’ data
• the I/O patterns of different users vary a lot

• Our solution
• Shared log structure:  users’ data are more evenly allocated across SSDs. 
• Usage difference reduced to less than 5% among drives on a test cluster
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Transmission Error: UltraDMA CRC (UCRC) error
CRC Checking

Transmission Error occurs when data fails to pass the CRC checking after 
SSD-to-Host transmission and would trigger an automatic retry.



Moderately Positive Correlation
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UCRC errors are not correlated w/ other 
device-level errors



UCRC errors are NOT necessarily benign
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2.7x SSDs with heavy UCRC 
errors are 2.7X more 
likely to lead to “Drive 
Missing” failures 
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Conclusions & Future Work

• A holistic view of SSD-related error events

• Human Mistake

• Plugging an SSD into a wrong slot

• Mitigated by “One Interface One Purpose”

• Service Unbalance

• 15-20% of SSDs are overly used under block storage service

• Mitigated by shared log structure

• Transmission Error

• UCRC error is independent from other device errors

• UCRC is not necessarily benign

• Next steps
• more errors, more failure symptoms

• casual relationship & error propagation paths

• Predicting device errors or system failures
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