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Objectives

Understanding how burst buffers can be used in an alternative way

Burst buffers are mainly used for catching I/O peaks

Improving runtime of I/O intensive application by better workflows

Reducing procurement costs by intelligent usage of burst buffers
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Test systems and evaluation tools

Test systems

Kove XPD [3]

In-memory storage

DDN IME [5]

SSD-based

Cray DataWarp [2]

SSD-based

Parallel I/O benchmark tools

NetCDF-Bench [4]

is a parallel NetCDF benchmark
generates I/O load to a shared NetCDF file
mimics scientific data

Many climate scientist favor NetCDF to
other formats, because it offers powerful
features and has a simple interface.

IOR

uses MPI-IO interface in our tests
generates I/O load to individual files in
order to get best I/O performance
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Short-term campaign storage space

Purpose

Reduction of I/O load on main storage

Basic idea
Storing temporary data on main storage
may be inefficient when

Temporary data is stored on burst buffer
Results are stored on main storage

Expectation

Speed up of I/O intensive applications

Evaluation methodology

Gathering of burst buffer characteristics

Goal

Intelligent and efficient workflows

I/O intensive
Application

Burst
Buffer

Main
Storage

final

results

temporary

data
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Reducing procurement costs of HPCs [1]

CN0
(64GB RAM)

CN1
(64GB RAM)

. . .

CNX
(64GB RAM)

Storage
(52PB)

Observations made on Mistral [1] (HPC of DKRZ)

Most applications are using only a fraction
of available memory

A few memory intensive applications have
high memory requirements
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Reducing procurement costs of HPCs [2]

CN0
(32GB RAM)

CN1
(32GB RAM)

. . .

CNX
(32GB RAM)

Storage
(52PB)

Remote swap
(how large?)

Purpose

Reducing total HPC costs

Basic idea

Equip compute nodes with less memory
For memory intensive application use
remote swap file system

Expectation

Most programs are not affected
Memory intensive application are affected
by swap overhead

Evaluation methodology

Tracing of swap in/out with kprobes

Goal

Cost model
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