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I. INTRODUCTION 

odern HPC applications generate massive amounts of 

data. However, the improvement in the speed of disk-

based storage systems has been much slower than that of 

memory, creating a significant I/O performance gap [1], [2]. To 

reduce the performance gap, the storage subsystem is going 

through extensive changes, by adding multiple levels of 

memory and storage in a hierarchy [3]. Newly emerging 

hardware technologies such as High Bandwidth Memory 

(HBM), Non-Volatile RAM (NVRAM), Solid-State Drives 

(SSD), and dedicated shared buffering nodes (e.g., burst 

buffers) have been also introduced to alleviate this issue [4], [5]. 

Several new supercomputers employ such low latency devices 

to deal with the burstiness of I/O [6], [7], reducing the peak I/O 

requirements for external storage [8]. For example, Cori system 

at the National Energy Research Scientific Computing Center 

(NERSC) [9], uses CRAY’s Datawarp technology [10]. Los 

Alamos National Laboratory Trinity supercomputer [11] uses 

burst buffers with a 3.7 PB capacity and 3.3 TB/s bandwidth. 

Summit in Oak Ridge National Lab will also employ fast 

NVMe storage for buffering, based on the first developer 

machine already deployed [12]. NERSC demonstrated [13] an 

improvement of 60% performance on balanced usage over 

applications not using burst buffer acceleration. However, they 

also stated that when two compute nodes share a burst buffer 

node, then their accesses compete for bandwidth which resulted 

in significant degradation in performance for both job. This 

phenomenon is even stronger for data-intensive applications 

which spend significantly more time in I/O. As multiple layers 

of storage are introduced into HPC systems, the complexity of 

data movement among the layers increases significantly, 

making it harder to take advantage of the highspeed or low-

latency storage systems [14]. 

II. OUR APPROACH 

In this study, we aim to explore and uncover any performance 

variability of NVRAM devices. The difference of the medium 

(i.e., flash-based vs spinning drives) dictates different access 

concurrency, device bandwidth and latency, sensitivity to 

 
 

random access, and other performance variabilities such as 

garbage collection and data fragmentation. 

A. Experimental Environment 

As our testbed we use Chameleon systems [15]. Specifically, 

we used the bare metal configuration on the storage hierarchy 

nodes that have several storage devices, NVRAM included. 

Table 1 demonstrates the specifications of each device used. 

Even though this is an exploration of how NVRAM handles 

concurrent accesses, we included all devices as a comparison.  
Table 1: Device specifications 

 
As our driver program, we used our own synthetic 

benchmark. Each process writes 64MB requests in a file-per-

process pattern. We increase the number of concurrent 

processes while the total I/O remains 2GB (i.e., weak-scaling). 

We define a new metric, medium-sensitivity, as the rate at which 

each storage medium experiences bandwidth reduction due to 

concurrent access: 

 
B. Initial Results 

As it can in Figure 1, the NVRAM demonstrated sensitivity 

very close to the main memory. Specifically, for write 

operations, RAM has sensitivity value of 0.43, NVRAM has a 

value of 3.1 whereas the traditional drives 30 and 31 

respectively. Same trends can be seen for read operations. 

These results are only the first step towards a more detailed 

study on performance variability of NVRAM we plan to do. 

Figure 1: Performance Variability (left figure - Write, right figure – 

Read) 

Device RAM NVRAM SSD HDD fast HDD

Model M386A4G40DM0
Intel DC 

P3700

Intel DC 

S3610

Seagate 

ST600MP0005

Seagate 

ST9250610NS

Connection DDR4 2133Mhz
PCIe Gen3 

x8
SATA 6Gb/s 12Gb/s SAS SATA 6Gb/s 

Capacity
512 

GB(32GBx16)
1 TB 1.6 TB 600 GB 2.4 TB

Latency 13.5 ns 20 us 55-66 us 2 ms 4.16 ms

RPM - - - 15000 7200

Buffer - - - 128 MB 64 MB

Medium-Sensitivity=(#Processes/#Lanes)*((MaxBW-RealBW)/MaxBW)
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