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Metadata	scaling	components	
•  Deploy	one	drMDS	per	file	system	as	rank	1	on	first	node	

–  Make	new	directories	&	broadcast	dir	inode	to	fdMDSc’s	
•  Deploy	fsMDSc’s	on	¼	cores	for	each	node	in	file	system	

service	
–  Handles	its	sharded	part	of	distributed	file	metadata	when	
broadcast	commands	are	sent	

•  Deploy	fsMDSp’s	on	¼	cores	for	each	node	in	file	system	
service	
–  Handles	its	sharded	part	of	distributed	file	metadata	when	
command	are	sent	to	a	specific	fsMDSp.	

•  Deploy	file	system	Clients	on	½	cores	for	each	node	in	file	
system	service	
–  Execute	file	system	opera\ons,	such	as	create	
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MARFS	METADATA	SCALING	
Background	Informa\on	



MarFS	Overview	
•  Provides	near-POSIX	over	cloud-style	erasure	and	objects	

–  Yields	reliable	storage	on	inexpensive	disk	
–  Supports	legacy	apps’	files/folders/ownership/etc.	

•  Store	large	data	sets	for	weeks	to	months	on	PFS,	1	TB/s	
•  Store	data	forever	in	archive,	10s	GB/s	
•  Store	large	data	sets	for	months	to	year’ish	on	MarFS,	100s	

GB/s	
–  Data	set	O(PB),	aggregate	data	O(EB)	

•  Systems	growing	from	O(M)	cores/O(PB)	memory	to	O(B)	
cores/O(10s	PB)	memory	
–  Going	to	O(B)	files	per	job	in	one	directory	and	O(10s	T)	files	per	
file	system	



Here’s	a	picture	of	crea\ng	a	directory	



Here’s	a	picture	of	crea\ng	files	



Here’s	a	picture	of	sequen\al	readdir	



Here’s	a	picture	of	parallel	readdir	


