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The need for understanding failures

• Component count in systems grows
• Mean time to interrupt expected to drop sharply
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The computer failure data repository (CFDR)

• Gather & publish real 
failure data

• Community effort
• Usenix clearinghouse

• Data on all aspects of 
system failure

• Anonymized as needed

• http://cfdr.usenix.org
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Available data

Description of systems data comes from
Description of data format
Papers using/analyzing data
Pointer to raw data
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Available data

High-
Performance
Computing

Internet
Services
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Available data

Cluster node
outages
• Root cause
• Repair time
• Error logs
• Usage data

Storage failures
• Drives
• Tapes
• File system
• Network

Hardware failures
•CPU
•Memory
•Disks
•Power adapter
•…
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• Thanks to all organizations who 
have contributed so far!

Do you have any data 
to contribute?
Contact us:

garth@cs.cmu.edu
bianca@cs.toronto.edu

mailto:garth@cs.cmu.edu
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