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Department of Energy- Fast Forward Challenge

FastForwardRFP provided US Government funding fexascaleresearch
and development

Sponsored by 7 leading US national labs

Aims to solve the currently intractable problems oExascaleto meet the
2020 goal of anexascalemachine

RFP elements were CPU, Memory akdesystem

Whamcloudvon the Filesystemcomponent
AHDF Grou@HDF5 modifications and extensions
AEMG3 Burst Buffer manager and 1/0 Dispatcher
ACray- Test

Contract renegotiated on Intel acquisition ofWVhamcloud
Alntel - Arbitrary Connected Graph Computation
ADDN - Versioning OSD
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Exascale 1/O technology drivers

Nodes 10-100K 100k1M
Threads/node ~10 ~1000

Total concurrency 100k1M 100M-1B
Objectcreate 100K/s 100M/s
Memory 1-4PB 30-60PB

FS Size 10-100PB 600-3000PB
MTTI 1-5 Days 6 Hours
Memory Dump < 2000s < 300s
Peakl/O BW 1-2TB/s 100-200TB/s
Sustained/O BW 10-200GB/s 20TB/s
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Exascale I/O technology drivers

' Fosers Vg METNJM‘EI

(Meta)data explosion

AMany billions of entities
Mesh elements / graph nodes

AComplex relationships

AUQ ensemble runs
Data provenance +tguality

O0DB
ARead/Write-> Instantiate/Persist

AFast/adh oc search: oWhereds the 10
Multiple indexes
Analysis shipping

FOLDERS]
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Exascale/O requirements

Constant failures expected aexascale

Filesystemmust guarantee dataand metadata consistency
AMetadata at one level of abstraction is data to the level below

Filesystemmust guarantee data integrity
ARequired endto-end

Filesystemmust always be available

ABalanced recovery strategies
Transactional models
Fast cleanup up failure

Scrubbing
Repair / resource recovery that may take daysveeks
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Exascalel/O Architecture

Exascale Machine Shared Storage

Storage

Exascale 1/0 Network
Network Nodes Disk
- t Burst buffer Storage  Metadata
ompute NVRAM Servers NVRAM

Nodes
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Project Goals

Storage as a tool of the Scientist

torage Cluster

Manage the explosive growth
and complexity of application
data and metadata at Exascale

ASupport complex / flexible analysis
to enable scientists to engage with L%%
their datasets m—

Ov e r ¢ o me filesystemasgabng limits
AProvide the storage performance and capacitigxascalescience will require

Provide unprecedented fault tolerance

A Design groundup to handle failure as the norm rather than the exception
AGuarantee data and application metadata consistency

AGuarantee data and application metadata integrity
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/0O stack

Features & requirements

ANon-blocking APIs
Asynchronous programming models

ATransactional == consistent thru failure
Endto-end application data & metadata integrit

ALow latency / OS bypass
Fragmented / Irregular data

Userspace

Layered Stack

A Application 1/0

Multiple top-level APIs to support general purpose or applicatiespecific I/O models

Al1/O Dispatcher
Match conflicting application and storage object models

Manage NVRAM burst buffer / cache

ADAOS
Scalable, transactional global shared object storage
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Fast Forward 1I/O Architecture

\
: Storage
Compute HPC Fabric /O Nodes SAN Fabric Servers
Nodes MPI / Portals  Burst Buffer OFED

Application I/O Forwarding Server \

HDES5 MPHO

\Y/e]B
NVRAM
I/O Forwarding Client
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Transactions

I/O Epochs

Consistency and Integrity

AGuarantee required on any and all failures
Foundational component of system resilience

ARequired at all levels of the I/O stack

Metadata at one level is data
to the level below

No blocking protocols
ANon-blocking on each OSD
ANon-blocking across OSDs

I/O Epochs demark globally consistent snapshots
AGuarantee all updates in one epoch are atomic

ARecovery == roll back to last globally persistent epoch
Roll forward using client replay logs for transparent fault handling

ACull old epochs when next epoch persistent on all OSDs

Fast Forward I/O and Storage High Performance Data Division intel'




/0O stack

Applications and tools

AQuery, search and analysis
Index maintenance

AData browsers, visualizers, editors

AAnalysis shipping
Move 1I/O intensive operations to data
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Application I/O
ANonblocking APIs
AFunction shipping CN/ION
AEndto-end application data/metadata integrity

ADomainspecific API styles
HDFSPosix, e
OODB, HDF®
Complex data models
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HDF5 Application 1/O

DAOSnative Storage Format
ABuilt-for-HPC storage containers
AlLeverage 1/0 [spatcher/DAOS apabilities
AEndto-end metadata+dataintegrity
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New Application Capabilities

AAsynchronous 1/0
Creatdmodify/delete objects
Read/write datasetelements

ATransactions
Group many API operations into singlkeansaction

Data Model Extensions
APluggable Indexing + Query Language
APointer datatypes
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/O Dispatcher

/O rate/latency/bandwidth matching
A Burst buffer / prefetch cache
A Absorb peakapplication load
A Sustainglobal storage performance
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Layout optimization
AApplication object aggregation sharding
AUpper layers provide expected usage

Higherlevel resilience models
AExploit redundancy across storagebjects

Scheduler integration
APre-staging / Post flushing
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DAQOS Containers

Distributed Application Object Storage
A Shardedtransactional object storage
AVirtualizes underlying object storage
APrivate object namespace / schema
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Sharenothing create/destroy, read/write
A 10s of billions of objects

A Distributed over thousands of servers

A Accessed by millions of application

threads Iprojects
ACID transactions /Legacy ’*}[P\C /Bigfﬁta

ADefined state on any/all combinations
of failures

ANo scanning on recovery

Simulation data MapReduce data

- [00DB metadata)
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DAQOS Container

Container FID > Shard
‘ > Sh_ard

l

Containerlnode

> Shard
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Versioning OSD

DAOS container shards
ASpace accounting
AQuota

AShard objects
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Transactions

AContainer shard versioned by epoch
Implicit commit
Epoch becomes durable when globally persistent

Explicit abort
Rollback to specific container version

AOut-of-epochorder updates

AVersion metadata aggregation
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Versioning with CoW

New epoch directed
to a clone

Epochi==18

Object_ID == XYZ
epoch == 3
Committed == yes

DAOS Shard Inode

Epoch == 2 Object_ID == XYZ
epoch == 2
Committed == yes |

Cloned extents
freed when no
longer referenced

reads

4 . |
| extX_v2 extX+1_v2 extX+3_v2 extX+2_v2

ref = 2 ref = 2 ref =2

Requires epochs
to be written Iin order

Object_ID == XYZ
epoch == 1
Committed == yes

Object_ID == XYZ
epoch == 0
Committed == yes
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Versioning with an intent log

Out-of-order epoch
writes logged

Log ofl atGownedd i nto
clone on epoch close

Keeps storage system
eager
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