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Non-uniform Data Access Problem

Fine-grained Layout Optimization

Preliminary Experimental Results

* Data size grows rapidly o |dea of fine-grained layout optimization .
- The whole file system: peta-scale/exa-scale - Large file is divided into small segments
- Asingle file: several terabytes or even beyond - Individual strip size for each segment to achieve 500 - -
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- Unified strip size for whole file cannot achieve segment based on data access traces; W ADP
optimal /O bandwidth for all requests 3) analyze data access cost for each segment 0
- Data access might be not balanced for all I/O respectively according to parallel I/O cost model, AVG-Write AVG-Read
servers calculate the optimal strip size for each segment;

Average bandwidth of mixed IOR workloads (workloads
balanced). Writing performance of the proposed layout
strategy can achieve about 29% to 97% improvement,
while reading performance can achieve 10% to 71%

4) count the number of strips accessed on all I/0
servers for each segment. Choose a proper strip
size close to optimal strip size (in step 3) if not

Case Study: Chombo trace
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Data layout metadata is described as an <offset, strip-
i size> pair list, e.g. <0, 16KB: 4MB, 1MB: 1024MB,64KB:
o 1280MB, 4KB>. e Conclusions

- Propose a fine-grained segment-level data layout
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Conclusions and Future Work

Number of Stripes Accessed

15 -

Reqgeust Serial Number

strategy for applications with non-uniform data
The number of strips accessed on different 1/O servers. Data Access Load Balance access patterns
Assume that file is striped in a 16-node parallel file system

with 64KB strip size (default value of PVFS2). We can see Offset
that data access is not balanced for all I/O servers.

- Present the basic approaches of the proposed fine-
grained layout schema

I/O Request - The new approach also takes data access balance
into consideration
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end noge” Lart node effectiveness of our idea
Request size and strip size are two key factors that affect /O Servers 3 * Future Work
the bandwidth of parallel I/O systems. - We plan to refine data access cost model, for
350 - e et e e estimating the optimal strip size of each file
Cam > segment more precisely
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