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The need for understanding failures

« Component count in systems grows
 Mean time to interrupt expected to drop sharply
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The computer failure data repository (CFDR)

Gather & publish real
fallure data

Community effort
» Usenix clearinghouse

Data on all aspects of
system failure

Anonymized as needed

http://cfdr.usenix.org
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The computer failure data repository (CFDR)

Computer Failure
Data Repository
¢ Home

_ With the growing scale of todays [T installations, companent failure is becoming
o News an ever larger problem. Yet, virtually no data on failures in real systems is publicly
avallable, forcing researchers working on system reliability to base their work on

anecdotes and back of the envelope calculations, rather than empirical data,
+ Data 3

+ Resources

The computer failure data repository (CFOR) aims at accelerating research on
system reliability by filing the nearly empty collection of public data with dztailed
+ FAQ failure data from a variety of large production systems,

+ Best Practices

+ Lontibute Please jain us, either by contnbuting data, downloading data, or joining our maling

+ Registration lists,

+ About

» Contact Us News

You are viewing a first draft of the CFDR, For feedback and comments please
contact the moderators,
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Avallable data

Available data

The table below provides an overview over the available data sets.

=Description of systems data comes from

| MName | Time period System type | Type of data
The data covers niode outages at 22 cluster systems at
HFC LANL, iticluditng a total of 4,750 nodes and 24,101
LAN Dec 96 - Hov (s clusters et it itk i
HPCL | &ug 01 - Wlay O
wrez swos-ans mec sy @D@SCHIPtion of data format
mres | pecns wevss  mecauser || WPAPErS Using/analyzing data
| =Poi d
HPC4 | 2004 - 2006 HPC claster Olnter tO raW ata
Hardhrare fatlures recorded on the MEPPY system (a
FHNL | Now03-Sep(7  HPCecluster || gop 0 40 HPC cluster) at PHNL,
1D specific faihures collected at a mumber of
HWERESC || 2001 - 2006 HPC claster production systems at NERSC.
Internet Hardwrare failures recorded by anintermnet service
COMI | May 2008 SEIVIGES provider and dravang from multiple distributed sites.
cluster
Internet Warranty service log of hardwrare failures aggregating
COMI | Sep 04 - Aprle BEIICES events it mmaltiple distributed sites.
cluster
Intemnet Hgoregate quatterly statistics of disk failures at a
COM3 | Jan 05 - Dec 05 services BETEEME uatery
— large external storage systern
cluster
toternet |y data collected on a212 nod F
ask com | Dec 06 - Feh 07 cervices emory error data collected ona node server farm
— chaster at ask. com.
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Avallable data

Available data

The table below provides an overview over the available data sets.

| MName | Time period System type

Type of data

HFC

LANL || Dec%8-Howv05
— clusters

The data covers niode outages at 22 cluster systems at
LANL, iticluditng a total of 4,750 nodes and 24,101
processors. Usage logs and ertor logs are available as
well

HPFC1 || Aug0l - WMay 08 HPC cluster

The data covers hardware replacements at a 765 node
cluster with more than 3,000 hard dnves.

ngh- HPCZ | Jan04- Jul06

HPC cluster

Hard drive replacements in a 256 node cluster with 520
deives.

Performance
 —

HPCSE || Dec05-HovDé HPZ cluster

Hard drive replacements observed in a 1,532-node
HFPC cluster with thore than 14,000 diives.

Computing

HPC4 | 2004 - 2006 HPC claster

Ertorlogs collected at 5 supercomputing systems at
BHL and LLML, tanging from 312 to 131072
processors.

PHHL |How03 - Sep 07 HPC cluster

Hardwrare failures recorded on the MEPP2 system (a
920 node HPC chaster) at PHHL.

HWERESC || 2001 - 2006 HPC claster

1D specific faihures collected at a mumber of
production systems at HEREC,

Internet . . .
. Hardwrare failures recorded by anintermnet service

COMI | May 2008 SEIVIGES provider and dravang from multiple distributed sites.

cluster

Internet Warranty service log of hardwrare failures aggregating
COMI | Sep 04 - Aprle BEIICES events it mmaltiple distributed sites.

cluster

Internet A goregate quatterly statistics of disk failures at a
COMZ | Jan05 - Dec03 services BEIEETE qUATETY
— large external storage systern

clhaster

Itemnet |, data collected on a212 nod f
ask com | Dec 06 - Feh 07 cervices emory error data collected ona node server farm
- chuster at ask.com.

Internet
Services
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Avallable data

Available data

The table below provides an overview over the available data sets.

Cluster node

MName Time period System type | Type of data
Outag eS The data covers node outages at 22 cluster systems at
. R t LANL || Dec 96 - Mov 03 Hll:‘Ct LAN mcluTc_ing a ticntal Df';l,'}'jﬂ ni:des atud 2:;110};1
OO Cause chusters prcﬁ:essors. sage logs and errorlogs are available as
well.

The data covers hardware replacements at a 765 node
cluster with more than 3,000 hard dnves.

* Repair time

HPFC1 || Aug0l - WMay 08 HPC cluster

e Error logs

Hard drive replacements in a 256 node cluster with 520

HPCZ | Jan 04 - Tul 06 HPC cluster .
e drives.

 Usage data

Hard drive replacements observed in a 1,532-node

HPC3 || Dec05-Nov06 HPC cluster HFPC cluster with thore than 14,000 diives.

Ertorlogs collected at 5 supercomputing systems at
HPC4 | 2004 - 2006 HPC cluster || BHL and LLML, ranging from 512 to 131072

Hardware failures procsssors

Hardwrare failures recorded on the MEPP2 system (a

o ]
CP U FHNL || Now03-Sep 07 | HPCcluster || yop 0 40 HPC cluster) at PHNL,

.Memory INERSC 2001 - 2006 HPC cluster 1D specific faihures collected at a mumber of

production systems at HEREC,
*Disks
Internet Hardwrare failures recorded by anintermnet service

COR || Blay 2006 ervices . . . o )
— provider and dravang from multiple distributed sites.
*Power adapter chuster
Internet . . .
L . Warranty service log of hardware failures aggregating
COMI | Sep 04 - Aprle BEIICES events it mmaltiple distributed sites.
cluster
Internet A goregate quatterly statistics of disk failures at a
COM3 || Jan 05 - Dec 03 services EEEETE o ¥
— large external storage systern
cluster
Internst ), data collected on a 212 nod £
ask com | Dec 06 - Feh 07 cervices etmoty error data collected ona node server farm
— chuster at ask.com.

Storage failures
* Drives

» Tapes

* File system

* Network
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e Thanks to all organizations who
have contributed so far!

Do you have any data
to contribute?

Contact us:

garth@cs.cmu.edu

blanca@cs.toronto.edu
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